**ECE4870/7870 CS 4770/7770 F’18 Computer Assignment 1 Part A Due 9/27/2018**

**Backpropagation Training of a MLP**

This assignment will be given out, and graded, in two separate parts. The idea is that if you can’t get the correct first part, it will guarantee wrong results later. So we will have a check point at the beginning.

Part A:

For this experiment you are to implement a multi-layer perceptron containing a single hidden layer. Download the cross dataset from Canvas. The zip file contains the dataset and initial weights you should use for this experiment. The file “cross\_data (3inputs – 2 outputs).xlsx” contains 314 two-dimensional samples, each with a target values of (0,1) or (1,0). The initial weights and biases for this network are listed in the tables below, and are also given in the files “w1 (3 inputs – 11 nodes).xlsx”, “b1 ((11 nodes).xlsx”, “w2 (from 11 to 2).xlsx”, and “b2 (2 output nodes).xlsx”.

You must write your own code. Do not use any neural network package!

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  | | --- | --- | --- | --- | --- | | Hidden layer  weights | | **From Input Node** | |  | | *x1* | *x2* | *x3* | | **To Hidden Node** | *w1(1)* | 0.4033 | -1.0562 | 0.2306 | | *w2(1)* | 0.39 | 0.6544 | -0.9077 | | *w3(1)* | 0.6376 | -0.0601 | -0.833 | | *w4(1)* | 0.0064 | -0.0462 | -0.6638 | | *w5(1)* | 0.0782 | 0.2728 | -0.8454 | | *w6(1)* | -0.2115 | 1.0252 | 0.4156 | | *w7(1)* | 0.7298 | -0.5047 | -0.0307 | | *w8(1)* | -0.7109 | 0.349 | -0.5411 | | *w9(1)* | -0.9315 | 0.9867 | -0.3898 | | *w10(1)* | 0.8441 | 0.4276 | -0.4924 | |  | *w11(1)* | 0.6372 | -0.3299 | 0.6848 | | |  |  | | --- | --- | | Hidden layer biases | | | **Node** | **Bias** | | *b1(1)* | -0.122 | | *b2(1)* | 0.9401 | | *b3(1)* | 0.4271 | | *b4(1)* | -0.1775 | | *b5(1)* | -0.7019 | | *b6(1)* | -0.3326 | | *b7(1)* | -0.6961 | | *b8(1)* | -0.9316 | | *b9(1)* | -0.3681 | | *b10(1)* | 1.0695 | | *b11(1)* | -0.2099 | | |  |  | | --- | --- | | Output biases | | | **Node** | **Bias** | | *b1(2)* | 0.1131 | | *b2(2)* | -0.3824 | |

Remember, ![](data:image/x-wmf;base64,183GmgAAAAAAAOAKwAQACQAAAAAxUAEACQAAA0MDAAACAMMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALABOAKCwAAACYGDwAMAE1hdGhUeXBlAAAAARIAAAAmBg8AGgD/////AAAQAAAAwP///6X///+gCgAAZQQAAAUAAAAJAgAAAAIFAAAAFAIPAhsBHAAAAPsC4P4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAOb3adEAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAKDAp0moAlwBAAgUAAAAUAp8BIQUcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAA5vdp0QAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADEwINJNBMwAAAMFAAAAFALfA60JHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAOb3adEAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAwAAADBQAAABQCJgMBARwAAAD7AuD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAADm92nRAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaXlAAgUAAAAUAkMEngUcAAAA+wLg/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAA5vdp0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGkAQAIFAAAAFAKfAXwHHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAOb3adEAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABpAAADBQAAABQCwAJeABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAADm92nRAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAeQAAAwUAAAAUAt8DAQUcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAA5vdp0QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHhpugIAAwUAAAAUAp8BSAgcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAALB3nXToHgqhAAAKAAAAAAA5vdp0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD15AAMFAAAAFAK9AScECQAAADIKAAAAAAEAAADseQADBQAAABQCwAL7AgkAAAAyCgAAAAABAAAAPXkAAwUAAAAUAgIDJwQJAAAAMgoAAAAAAQAAAO0AAAMFAAAAFALfA4cICQAAADIKAAAAAAEAAAA+eQADBQAAABQCRwQnBAkAAAAyCgAAAAABAAAA7mkAA8MAAAAmBg8AewFBcHBzTUZDQwEAVAEAAFQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvKfJ/IU8hLyEPIU8h8B5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN5AAMAHQAACwEAAgCDaQAAAQACAIIoAAIAiDAAAgCCKQAAAAoCBIY9AD0DAAIBAAEABQABAQECAgAAAQACAIgxAAABAAIAg2kAAgSGPQA9AgCIMAACAIEgAAABAAIAg3gAAwAbAAALAQACAINpAAABAQAACgEAAgCDaQACBIY+AD4CAIgwAAAAAAIAlnsAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANvCAYoAAAAKALENZtvCAYoAAQAAAFjdGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) (i = 0 is for bias) and ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEoAIBCQAAAAAQWAEACQAAAwECAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAqAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///63///9gBAAATQIAAAUAAAAJAgAAAAIFAAAAFAIvARsBHAAAAPsC4P4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAOb3adEAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAKDEpi08AgQBAAgUAAAAUAlgCBQEcAAAA+wLg/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAA5vdp0QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADD/QAIFAAAAFALgAcwDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAOb3adEAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAx/wADBQAAABQC4AFeABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAADm92nRAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAeXkAAwUAAAAUAuABygIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAALB3nXTjHgr+AAAKAAAAAAA5vdp0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AAAOTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLynyfyFPIS8hDyFPIfAeQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDeQADAB0AAAsBAAIAiDAAAAEAAgCCKAACAIgxAAIAgikAAAAKAgSGPQA9AgCIMQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCRwgGKAAAACgClHmaRwgGKAAEAAABY3RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Output layer  weights | | **From Hidden Node** | | | | | | | | | | |  | |
| *y1(1)* | *y2(1)* | *y3(1)* | *y4(1)* | *y5(1)* | *y6(1)* | *y7(1)* | *y8(1)* | *y9(1)* | *y10(1)* | *y11(1)* | |
| **To Output Node** | *w1(2)* | 0.0511 | 0.1611 | 0.0238 | -0.0267 | 0.1089 | 0.2381 | 0.0784 | 0.003 | 0.1646 | -0.1779 | 0.05324 | |
|  | *w2(2)* | -0.3082 | -0.0625 | 0.0129 | -0.1011 | 0.0123 | 0.1153 | 0.2984 | 0.3232 | -0.1580 | -0.0077 | 0.09536 | |

Use the following parameters in your network:

* Sigmoid activation function for all nodes:
* Learning rate:
* Momentum term:

1. Perform **one epoch** of on-line backpropagation training (update weights after each sample) on the cross dataset **in the order provided**. Do not randomize the sample presentation order for the first epoch. List all of the network weight and bias terms after the first epoch using the same table format as used above. Limit your reported precision to 4 decimal places. Also, calculate and report the sum-of-squared-errors of all samples after the first epoch.
2. Print off and attach your code with the report. We will grade this part before proceeding.
3. Here’s part of what the subsequent project (Part B) will contain. If you feel confident in your implementation, you can try this, but don’t include it in the Part A report. Continue to train the network until the change in sum-of-squared-errors is less than 0.001. Randomize the presentation order of the samples for each epoch after the first. Plot the sum-of-squared-errors per epoch. Then test your network in the following way. Sample the square containing the first 2 coordinates (roughly [-2.1, 2.1] x [-2.1, 2.1]) by increments of 0.01 (or 0.001 for finer resolution). Set the 3rd coordinate for all such vectors to some very small random number around 0.0. Create a visual display of the classification labels using colors and/or different symbols for all the points in the square to estimate the decision regions formed by the network on the cross dataset. To get a smoother boundary, you can display only the output from one of the output nodes as a continuous variable between 0 and 1, or the difference between out values. You can use a function to plot 0.5 (or 0.0) isocurves What would happen if you just eliminated the 3rd coordinate for all the training data? Does this dimension help in classification?

**Even though the experiment in Part A deals with a specific 3:11:2 MLP, your program should be general and parameterized to be able to handle up to 20 dimensional input data, 20 hidden neurons, and 10 output neurons.**